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Distributed File System Distributed File System 

Lock Service Lock Service 

-- SynchronizationSynchronization

-- Consistency Consistency 

-- Access control Access control 

-- Shared accessShared access



FarsiteFarsite -- OverviewOverview

Goals:Goals:

�� MetaMeta--data partitioningdata partitioning

�� Namespace consistencyNamespace consistency

�� ScalableScalable

Design: Design: 

�� Recursive path leasesRecursive path leases

�� FileFile--field leasesfield leases

�� Disjunctive leases Disjunctive leases 



Chubby Chubby -- OverviewOverview
Goals:Goals:

�� CoarseCoarse--grained grained 
synchronizationsynchronization

�� Primary electionPrimary election

Design:Design:

�� High capacityHigh capacity

�� Server, client libraryServer, client library

�� Sessions, events, Sessions, events, 
client cachingclient caching



Analysis Analysis -- FarsiteFarsite

� Fully functional rename

� Identifier based partitioning

� Fine grained synchronization: leases

� Logical atomicity

� Optimizations:

� Recursive leases

� Lazy updates

� No fault recovery 



Analysis Analysis -- ChubbyChubby

� Low volume storage

� Flat access control lists

� Lock service in lieu of consensus service

� File handles and advisory locks

� Event notification service

� KeepAlive piggybacking

� Client side caching



ComparisonComparison

Update as Update as 

deltasdeltas
Operation Operation 

replayreplay
Update policyUpdate policy

Not across dirNot across dirFully functionalFully functionalRenameRename

NoneNoneFile IDFile IDPartitioningPartitioning

CentralizedCentralizedDynamicDynamicMetaMeta--data data 

distributiondistribution

ChubbyChubbyFarsiteFarsite



More ComparisonMore Comparison

AdvisoryAdvisoryMandatoryMandatoryLockingLocking

HighHighLowLowBandwidth Bandwidth 

utilizationutilization

ReconstructionReconstructionNoneNoneFault RecoveryFault Recovery

NoneNoneDelegationDelegationLoad BalancingLoad Balancing

ChubbyChubbyFarsiteFarsite



Even More ComparisonEven More Comparison

����YesYes��Full Full 

renamerename

Hierarchical  Hierarchical  Hierarchical  Hierarchical  Hierarchical Hierarchical FlatFlatAccess Access 

ControlControl

File IDFile IDPathnamePathnameFile IDFile ID��MetaMeta--DataData

partitioningpartitioning

AFSAFSNFSNFSFarsiteFarsiteChubbyChubby



QuestionsQuestions

�� FarsiteFarsite

�� Scalability Scalability 

�� Lease overhead penaltyLease overhead penalty

�� Network robustnessNetwork robustness

�� Effect of malicious machinesEffect of malicious machines

�� Time to recoveryTime to recovery

�� ChubbyChubby

�� API problemsAPI problems

�� Throughput bottlenecks due to Throughput bottlenecks due to keepaliveskeepalives

�� System capacitySystem capacity



ConclusionConclusion

�� FarsiteFarsite lockinglocking

�� Distributed directory service avoids hotspotsDistributed directory service avoids hotspots

�� Fine grained locking avoids false sharingFine grained locking avoids false sharing

�� No fault toleranceNo fault tolerance

�� Chubby lockingChubby locking
� Lock service is better than consensus service

�� Coarse grain locking more usefulCoarse grain locking more useful

�� More reliable across failoversMore reliable across failovers



Thank You !Thank You !

Questions ?Questions ?


